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Knowledge Graphs
• Knowledge Graphs (KGs) are heterogenous graphs
• Facts are represented as triples (h, r, t)
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(Complex) Logical Reasoning
• Reasoning over complex logical query
• For example:
• Where did Canadian Turing Award winners graduate?
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Challenges
• Noise and incompleteness
• Lack of schema, or quite large schema (65k for DBpedia)
• Massive Size
• Google knowledge graph: 570 million entities and 18 billion facts
• Yago: 10 million entities and 120 million facts

• Slow query (e.g., subgraph matching)
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Embedding based reasoning
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General Framework
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How to embed query?

• Conjunctive Query
• Query2box: Reasoning over Knowledge Graphs in Vector Space using Box 

Embeddings, https://arxiv.org/abs/2002.05969

• First-Order Logic Query
• Beta Embeddings for Multi-Hop Logical Reasoning in Knowledge 

Graphs,https://arxiv.org/abs/2010.11465
• ConE: Cone Embeddings for Multi-Hop Reasoning over Knowledge 

Graphs, https://arxiv.org/abs/2110.13715

• …
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Query2Box
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Query2Box
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Query2Box
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Limitation

•Query2Box can only handle a subset of FOL query
• e.g., the complement of a box is not a box

•How to handle negation
• Who are current presidents of European countries which never held a 

(soccer) world cup?
•Why negation is interesting?
• Real-world reasoning requires negation
• Full FOL queries
• Model disjunction
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BetaE
• Idea
• Embed entities and queries as Beta distribution
• Design probabilistic logical operators for conjunction and negation

• So that
• Negation is represent by inversing the shape of distribution
• Disjunction is represented by

• Capture uncertainty of query by the entropy of distribution
• Find answer by measuring the “distance” between query and entities
• e.g., KL divergence
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BetaE
• Basic idea: representing query as beta distribution
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Limitation of BetaE
• BetaE is not fully closed under:
• Conjunction, which defined by weighted product of the PDF of the Beta 

embeddings 
• Negation: which is not the standard complement

• BetaE loses some advantages of geometric embedding
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Cone Embedding

• Basic idea: representing query as convex cone

• Only useful in 2d space, and require Cartesian product of multiple 2d space
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Results
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Thank you
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