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Knowledge Graph 

● Symbolic information
● Relational and structured data 
● Representation of facts in the form of triples: (Alice, supervisedBy, Bob) 
● Represented in Graph

Alice isPhDIn

led
By

supervisedBy

Incompleteness!! Missing Links
Existed Links

subject entity 
(s)

object entity 
(o)

relation 
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Knowledge Graph Embedding Models

Data Sets/KGs
Negative Samples

Embeddings

Score

Loss

KGE
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Vectors, Matrix, ...
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Score Function of Embedding Models

 subject     relation = object  ( is an operator which applies rotation)

RotatE KGE

Alic
e

supervisedBy

Bob

query: (John,supervisedBy,?)     

Vectors representation of entities and relations: (s,r,o)
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Spatio-Temporal Information in KG
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Query on Spatio-Temporal KGs

● Head query
● Relation Query
● Tail Query
● Location Query
● Time Query 

● Who met Volodymyr Zelensky in UK in 2020. <?, r, t, l, R>?

● PrinceWilliam met whom in UK in 2020. <h, r, ?, l, R>?

? r t l

h r ? l
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Spatio-Temporal Query representation

● In each case, we have 4 elements:
● e.g., (?,r,t,l,  )
● 4D algebra
● Hypercomplex space

Dihedron
Algebra
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Basic Elements of Dihedron Algebra 

● Dihedron numbers

● 4 elements: one real and three imaginary parts
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Basic Elements of Dihedron Algebra 

● Dihedron Matrix Representation
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Basic Elements of Dihedron Algebra 

● Dihedron Product between 
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Dihedron Representation of Spatio-Temporal 
Query
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Score Function
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Advantage

● Efficiency in memory and time
● No mathematical operation for query representation
● Simply adaptable to the query about location and time
● Model several information in different dimensionality

○ Entity is modeled in first dimension (1)
○ Relation is modeled in second dimension (i)
○ Location is modeled in third dimension (j)
○ Time is modeled in fourth dimension (k) 

● Capturing spatio-temporal and relational correlation.
○  head entity-(relation, location, time)         , 
○  tail entity-(relation, location,time)         ,
○  head-tail entity         ,
○  relation-location           ,
○  relation-time      ... 
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Model specifications
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Geometric Interpretation 

Complex Quaternion Dihedron 
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Evaluation Setup 

The embedding dimension is set to be 100 and 200 negative sample are generated).

Dataset Properties

Evaluation Metrics
1. Mean Rank (MR)
2. Mean Reciprocal Rank (MRR)
3. Hit@1 
4. Hit@10

￼
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Link prediction 
Results 
(For h and t)

MRR and Hit@1 is increased 
from SOTA

 

outperforms in each metric on DB34K and 
WikiData53K dataset  



18

Location and Time completion result

Performance 
increased in all 

metrics

Performance 
increased in all 

metrics
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Analysis
Entity embedding cluster w.r.t  time and time clustering w.r.t. year. 
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Analysis
Effect of embedding dimension and Regularization in performance metrics 
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Analysis
Predicted answers on incomplete queries 
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Analysis
Results on clustering on the embedding of location
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Conclusion and Future Work 

● Presented embedding for spatio-temporal Knowledge Graphs
● Utilized Dihedron for modeling spatio-temporal queries.
● Measuring the plausibility of quintuple using Dihedron product  
● Adapt existing KG embeddings to learn from spatio-temporal KG
● Design ablation models using spatio-temporal rotation and translation

Future work:
● Extend our model to capture granularity of time. 
● Answering complex spatio-temporal queries.
● Using partial differential equation for modelling spatio-temporal KG


